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Xiaolong Yang

My project is to build the recommendation system on Wikipedia data, based on Topic Models & Neural language Model. In this case, I would compare the difference between the LDA and Word2vec, model of Topic Models and Neural Language Model.

The main difference between these models is the contextual information they use: LSA and topic models use *documents* as contexts, and Neural language models and distributional semantic models instead use *words* as contexts. These different contextual representations capture different types of semantic similarity; the document-based models capture semantic relatedness (e.g. “boat” – “water”) while the word-based models capture semantic similarity (e.g. “boat” – “ship”). [1]

I would use LDA with Metapy [2], and use word2vec with Tensorflow [3] to code and run, try to compare the accuracy.

I would finish the project by myself.
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